Labs 2 and 3

Lab 2B (lab 2 revisited) Neural net, Feedforward XOR (two inputs and one output) using given weights, two hidden layers with four and three nodes, plus bias on input and hidden layers. 

· see the machine learning ai website 

· Verify your feedfoward neural net works with XOR and the following sets of weights 

· weights_generalized_2.txt 

· weights_generalized_3.txt 

· weights_jiggled_1.txt 

· weights_jiggled_2.txt 

· weights_jiggled_3.txt 

Lab 3: Designing your own network, begin with arbitrary weights, adjust the arbitrary weights n times in order to get a desired output. 

· Input: 1 0 1 bias

· Output: 0 1 

· you choose the number of hidden layers 

· you choose the number of nodes in each hidden layer 

· Lab3 Structure 

· Use the process outlined by Mr. Torbert 

   Loop-epoch  keep looping this process until you have the desired output

                 output    input  for feedforward results with weights    

       error = | correct - ff(w1,w2,w3,...) |

       loop for each weight

                                       0.1 for example

         error' = | correct - ff(w1 + delta w, w2, w3,...) |

                 d Error         error' - error

                 -------     =   -------------

                 d weight          delta w 

       loop

           Weight new  Weight old - 0.8( d Error/d weight)

                                    Use some factor such as 0.8,

                                     or 0.5, or 0.1, ...

