Research in the Computer Systems Lab

1.  Description of the Computer Systems Lab, including an overview of the project areas and example programming languages:

Computer Systems Research

Prerequisite: AP Computer Science

(For the Class of 2009)

Recommended: One or more courses in Artificial Intelligence, or Computer Architecture, or any other course that involves computer programming

The Computer Systems Laboratory supports studies in theoretical and applied computational science, computer architecture, artificial intelligence, and supercomputing. Working in a UNIX environment, students are able to investigate a wide range of pure and applied research topics utilizing a variety of computer languages and styles. Projects fall within a broad spectrum of computer science areas spanning computer graphics, artificial intelligence, computer vision, high performance computing, grid/distributed computing, computational science applications such as computational linguistics, agent based modeling of complex systems including social complexity, software design, and theoretical algorithmic development of ideas as varied as tree data structures to ant colony search optimization. The Computer Systems Laboratory emphasizes a multilingual computer language community, featuring C/C++, Java, Python, Ruby, XML, PHP, Perl, MySQL, JavaScript, Tk, OpenGL, Fortran, Lisp, and MASON (Multi-Agent Simulator of Neighborhoods).

2.  Our recommended electives - these are not required (APCS is required), but at least one of the following electives is recommended in order to provide good project ideas.  Artificial Intelligence 1 & 2, Parallel Programming 1 & 2.  Participating in the Mentorship program is another important option in order to come up with a project idea..

Artificial Intelligence 1

Grades: 10-12




Credit: one-half

Weighted: 0.25

Prerequisite: AP Computer Science or a 5 on the APCS Exam

Students study AI techniques in a variety of contexts with an emphasis on generalizing search algorithms. Topics include graphs, heuristics, optimization, recursion, pruning, and games.  The programming language is Python or Ruby.  An additional 0.25 quality point will be added to the quality-point value assigned to the final grade earned in this course.

Parallel Computing 1 (formerly Supercomputing Applications)

Grades: 10-12




Credit: one-half

Prerequisite: Intro to Computer Science

Students study parallel processing and visualization in a variety of contexts with an emphasis on industry-standard tools.  Topics include parameter search, steganography, cryptography, fractal generation, pattern matching, and cellular automata.  The programming language is C using both MPI and 2-D OpenGL.

Artificial Intelligence 2

Grades: 10-12




Credit: one-half

Weighted: 0.25

Prerequisite: Artificial Intelligence 1

Students study AI techniques in a variety of contexts with an emphasis on knowledge representation.  Topics include image processing, machine vision, constraint solvers, agent based modeling, and machine learning.  The programming language is Python or Ruby.  An additional 0.25 quality point will be added to the quality-point value assigned to the final grade earned in this course.

Parallel Computing 2

Grades: 10-12




Credit: one-half

Prerequisite: Parallel Computing 1

Students study parallel processing and visualization in a variety of contexts with an emphasis on underlying technologies.  Topics include coupled systems, the N-Body problem, threads, sockets, compression algorithms, ray tracing, and matrix solvers.  The programming language is C using both MPI and 3-D OpenGL.

For the Class of 2010 electives matrix:


Prerequisite
Co-requisite
Recommended

Computer Systems

Mr. Latimer
AP Computer Science

One or more course in

· Artificial Intelligence, or

· Parallel Computing, or

· any other course that involves computer programming

3.  Example projects this year, including Mentorship projects.

COMPUTER SYSTEMS RESEARCH

Student Research Examples of Projects 2007-2008

 3rd Period

    1. Jordan Albright, Exploring Artificial Societies through Sugarscapes (Computer simulation and modeling, Agent based modeling).

      2. Tianhui (Tiffany) Cai, Neural Networks (Neural Networks/Machine Learning).

      3. Michael Chen, Excursions into Parallel Programming and MPI (Parallel Computing). 

      4. Martin Elthon, TJHSST Website Redesign (Software Engineering).

     5. Asa Kusuma, Analysis of Runner Biomechanics through Edge Detection and Image Processing (Computer Vision).

   6. Kenneth Lee, Particle Swarm Optimization and Social Interaction Between Agents (Particle Swarm Optimization PSO).

    7. Jinyu Liu, JLSim:Visual Traffic Simulation with Extensive User Interface (Computer modeling, simulation).

     8. Kelly Ran, Fractal Dimension of Paths (Algorithms, image processing, fractals)

     9. Luis Valentin, Applications of Parallel Programming (Algorithms, Computer Modeling).

 5th Period

  1. Gregory Gates, Elementary Education in a Technology Age (Computer Science Education).

  2. Nathan Harmata, Development of a Generic Font Optical Character Recognition (OCR) (Machine Vision).

  3. Ryan Honig, Using Genetic Algorithms to Optimize the Traveling Salesman Problem (Genetic Algorithms).

   4. Haitao Mao, Pathfinding Algorithms in Mutating Graphs(Algorithms).

   5. Justin Warfield, Use of Various Techniques Implementing Procedural Generation in Video Game Design (Computer Graphics).

   6. Jacob Welsh, Interactive 3D Geometry in OpenGL (Computer Graphics).

   7. Felix Zhang, Development of a German-English Translator (Computational Linguistics).

6th Period

   1. Patrick Coleman, Programming a New Sugarscape (Agent-based Modeling).

 2. Sam Eberspacher, Airport and Air Traffic Modeling and Simulation (Algorithms, Modeling).

   3. Patrick Elliot, Dynamic Image Resizing (Image Processing).

   4. Byron Hood, Sign Language Recognition (Computer Vision and Pattern Recognition).

  5. Nicholas Loffredo, Agent Based Simulation, Negotiation, and Strategy Optimization of Monopoly (Computer Simulations).

   6. James McAtamney, C to Java Language Translation (Language Comiling).

   7. Madhav Nandipati, Analysis of Spectro-temporal Receptive Fields in an Auditory Neural Network (Computer Modeling, Computational Biology).

   8. Ben Parr, Accurate 3D Modeling of User Inputted Molecules Using a Hill-Climbing Algorithm (Modeling, Computational Chemistry).

 9. Andrew Stebbins, Advanced Automobile Recognition Through the Use of Image Processing Techniques (Image Processing, Machine Vision)

 10. Jacob Steinhardt,  Cayley graphs formed by conjugate generating sets of S_n and Applications of Fourier transforms and other algebraic techniques to graph products (2nd semester) (Mathematical Algorithms)

   11. Evan Warner, Conformal Mapping Using the Schwarz-Christoffel Transform (Computer Modeling).

 7th Period

  1. Josiah Boning, Machine Learning for Musical Analysis and Creation (Machine Learning, Computer music).

   2. Jack Breese, Application of Face Recognition to a Seam-Carving Algorithm for Content Aware Image Resizing (Image Processing, Machine Vision).

  3. Peter Chapman, Image Sharpening - Unblurring/Deblurring (Image Processing).

    4. Joshua Cranmer, Java Decompiler (Compiler/Decompiler Design).

   5. Kelley Hecker, Evolving Motor Techniques for Artificial Life (Simulation and Modeling).

    6. Brett Jones Proposal: First Person Pac Man 3D Graphics (3D Graphics). 3rd quarter: poster,

   7. Matt Wade,  Simulation of the Spread of a Virus Using Agent Based Modeling (Agent Modeling).

    8. Natasha Wallage, Simulating Evolution (Artificial Life, Computer Modeling).

Mentorship

     1. Edward Rice Proposal: SyntenyChecker: quality control from syntenic regions at National Center for Biotechnology Information (NCBI) (Computational Bioinformatics).

  2. Eric Shi Proposal: Code Refactoring with Legacy Code in Flight Model Software (Computer graphics and simulation).

COMPUTER SYSTEMS RESEARCH

Student Research Examples of Projects 2006-2007

2nd Period

   1. Daniel Friedheim, Implementation of Steganographic Techniques (Cryptography).

   2. Steven Fuqua, Andrew Street, Banett Trzcinski, Modular Communications Protocol (Networking).

   3. Kevin Liu, Image Filter Techniques (Computer Vision).

   4. Thomas Morgan, Algorithm Efficiency and Data Structure Design (Algorithms and Data Structures). 

   5. Steven Oetjen, Graphical Display of Physical Models (Computer Modeling).

   6.. Sharon Ulery, Proposal: French/English Translation (Computational Linguistics). 4th quarter: project description, paper, poster, presentation, and code: Driver.html and Word.html, and DictionaryExplanation. Earlier versions 

3rd Period

   1. Harry Beddo, Machine Learning Applications with Genetic Algorithms (Computer AI)

   2. Timothy (Timmy) Hunter-Kilmer, Proposal: Cellular Automata (Artificial Life).

   3. Olesya (Alex) Katkova, Modeling of Hall Traffic at TJ (Agent-based Modeling).

   4. Edward (Teddy) McNeill, Modular Architecture for Computer Game Design (Object Oriented Design Techniques, Software Engineering) .

   5. Patrick Mutchler, Music Editing/Composition Software (Computer Music/AI).

   6. Oleksander Ponomarenko, Map Navigation Using A* Search.

   7. Richard (Lee) Rumpf, Human Cognitive Emulation(Computer Modeling/AI).

   8. Eric Turner, Evolution Simulator (Artificial Life).

5th Period

   1. Cheng (Jeff) Chen, Applications of Neural Networks (AI).

   2. Lynn Jepsen, Simulation of Traffic Lights (Agent-based Modeling). 

   3. Kevin Kassing, Development of a 3D Graphics Engine (Computer Graphics)

   4. Logan Kearsley, Hybrid AI and Machine Learning Systems (Machine Learning/Artificial Life).

   5.. Ryan Ward, Proposal: ACO: Ant Colony Optimization (Algorithms, Agent-based modeling).

Mentorship Students

   1. Lee Burton TASC Component Architecture and Simulation Environment (TCASE) (Systems Modeling, Northrop Grumman IT)

   2. Ankur Desai Implementation of Artificial Physics Using AIBO Robot and the Pyro Programming Environment (AI Robotics, NRL)

   3. David Kohlbrenner ( IT.com)

   4. Sarah Laskey Assessing Terrorism Threat Rankings to Specific Sites (Risk Analysis, Digital Sandbox)

   5. Shiqian (Kevin) Liu (Astute Tech)

   6. Myles Maxfield Integrated Spell Checker and Search Engine (Internet AI, IT.com)

   7. Jonathan Reed, Use of the Latent Dirichlet Allocation (LDA) Algorithm and Applications With An Intranet Search Program (Internet Datamining and AI search, IT.com)

   8. Karl Shurter (GMU Experimental Economics)

   9. Christopher Sweeney (Mitre Tech)

  10. Sean Tai Designing a View Management System for Augmented Reality (Virtual Reality Systems, NRL)

  11. Brian Wu,Traffic Management, Turner-Fairbank Highway Research Center (TFHRC), Highway Driving Simulator

4.  Syllabus description:

GOALS: The student in Computer Systems Research will:

 1. Pursue a research project in a computer science or computational science concentration area. Example areas are:

          * Artificial intelligence and machine learning/neural networks, data mining

          * 3D computer graphics, virtual realities

          * Chaos theory

          * Agent based modeling, evolutionary programming, complex systems, particle swarm 
optimization (PSO), MASON agent based toolkit

          * Computer vision and image processing, steganography, edge detection, object recognition

          * Parallel, distributed computing, evolution of MPI (Message Passing Interface)

          * Computational science: Bioinformatics, computational linguistics, computational paleontology

          * Applications involving tools such as Matlab or BLAST

          * Programming languages and compilers

          * Software engineering, technologies and practices of project management, unified modeling 
language

          * Projects to benefit the school, TJForge Iodine (student Intranet) and TJForge development site

          * Computer systems and networks, topologies of clusters (for system administrators)

          * Other areas, such as computer music 

   2. Complete a research portfolio:

          * formal research paper in support of the research project using LaTeX to generate a PDF/PS 
version

          * digital poster of the project (ppt or openoffice draw)

          * oral presentation with slide presentation (ppt or openoffice presentation)

          * maintain a record of daily/weekly logs and iteration reports (planning, design, coding, testing 
in repetitive cycles), use of a log book (composition notebook)

          * display mature and ethical judgement with respect to computer use and student behavior 

Students are encouraged to:

    * become involved in the following science competitions: Intel Science Talent Search and Science Fair, the TJ Science fair, Siemen's Competition

    * write for publication in TJ's Teknos Journal 

