September 8, 2003

First day of mentorship. Arrived at Naval Research Lab, met my mentor Derek Brock. I was given some material on sound identification techniques, including a research paper written by our project manager, James A. Ballas. Common Factors in the Identification of an Assortment of Brief Everyday Sounds (Ballas, 1993) describes various methods of sound identification relating to common ambient sounds.

September 10, 2003

Assigned to read a chapter in a book about sound identification called Listening: An Introduction to the Perception of Auditory Events. This chapter highlights some of the factors the human brain considers when identifying audio waves. 

Notes on Listening 

Sound Attributes

· Sound cannot be identified by a single attribute

· Timbre (pronounced TAM-ber) can be subdivided into 2 categories

· Spectral energy (e.g., frequency, intensity)

· Temporal properties (e.g., initiation noise, attack/decay transients, modulations)

· Vibrational patterns, resonance, vibrato

· Complications arise due to multiplicity of acoustic attributes

Perceptual Constancy

· Problem: contextual variation

· 4 approaches to the problem

· Prototype or template solution

· Feature or attribute solution

· Higher-order variable solution

· Innate systems solution

Methods for Studying Event Identification

· Rating scale methodology

· Slow-fast, rough-smooth, etc.

· Direct comparison

· Similarities between two sounds

· Manipulation of acoustic signals

· Changing format frequencies, combination of resonance and vibration qualities

September 12, 2003

Notes on Listening, Continued

Determinants of Timbre and Identification

· Perceptual Attribute Judgments

· Bipolar scales

· Reduction of scales

· Irrelevant scales discarded

· Identical perceptual scales combined

· Correlation between perceptual categories and acoustic properties is tenuous

Multidimensional Scaling

· Visual representation in differences between sounds

· “Matrix of similarities”

· Linear, plane, or 3D configuration

Speech timbre

· Experiment run by Matsumoto et al.

· Stimulus 0.5 sec fragments of Japanese vowel ‘a’ at variable fundamental frequencies

· Dissimilarity was judged based on the percentage of times subjects perceived the two voices to be different

· Results: approx. 50% of the difference in two sounds attributed to fundamental frequency

· Vocal cord fundamental frequency is most important factor in perceived voice quality.

Perception of Natural Events 

· Vanderveer ( 1979)

· Recorded natural events

· Rhythm and continuity was major influence on perceived similarity

· Frequency was unimportant, since the sounds lacked tonal quality

· Events and actions that are similar will generate sounds that are similar

September 15, 2003

Concluding notes on Listening
Filtering

· Restricting frequency range has minimal effect on word identification

· If best performance is 80% correct, using a very restrictive 500Hz low-pass filter or a 2000 Hz high-pass filter still resulted in 60% identification. (Pollack, Pickett, and Sumby)

· Filtering affected simple word identification much more than it did voice identification

Prototype or template solution – individual is assumed to develop ideal representations and compare each sound with these representations. Sound may be standardized with respect to intensity, duration, or frequency. Difficulties: creating a small set of unambiguous templates, and the problem of initially deciding if two sounds are simply variants or different sounds

Feature or attribute solution – abstracting critical feature that distinguish among the possibilities. Assigning each feature (I.e. frequencies, frequency spectra, attack transients, voicing, durations, rhythms, etc) a value. Problems: feature models do not consider explicitly the patterning of the features, particularly the timing among the feature that is so critical for all sounds. In addition, some sounds are too complex to be mapped physiologically. 

Higher Order Variable solution – postulates that there are complex acoustic properties that can uniquely identify a sound. Difficulty: isolating a higher order variable for each source and event

Innate systems solution – distinct brain structure to decode acoustic signals

Upon completion of my notes, I transferred them onto a PowerPoint presentation. I then presented my mentor and his coworker, Brian McClemens, a brief synopsis of the chapter using the slide show as a visual aid. 

September 17, 2003

Began to read a dissertation by Brian Gygi, entitled Factors in the Identification of Environmental Sounds. This paper basically outlines the same things talked about in the book, but goes into much more detail about certain experiments, such as Vanderveer’s event-sound identification research. 

September 24, 2003 – September 29, 2003

Basic tutorial of Sound Forge, which is audio-editing software. Using the program, I ran a Spectrum Analysis with color-coded sonograms on various sounds clips of natural events. Based on this Spec Analysis, I could decipher how certain effects enhance or diminish the frequency and amplitude of each wave. For example, by adding a slight vibrato to a sound wave characterized by the sine function, we can greatly increase the audibility of the sound in the presence of background noise. Because sine waves emit noise bands mostly from a single frequency, masking may occur when another noise at the same frequency is played over that sound. However, by adding subtle vibrato (0.5 semitone) to that sound, we can increase the area under which the sound band will fall, thus increasing the chance that the sound will be heard. 

October 1st, 2003

Began looking at various default settings for Sound Forge modulations. Focused on pitch shifting, EQ, and vibrato. Variables for each:

Pitch shifting: semitones (ranging from –12 to +12)

EQ: 
band frequency shifting (at every octave) – Graphic


Q-values, center frequency – Parametric

Vibrato: vibrato shifts (in semitones), frequency of modulation

October 8th – October 10th 2003

Discussed new possible modulations with my mentor. Also brought up the issue of how our experiment will be conducted. 

Ideas:

· Run experiment at school

· Advantage: allows us a large, non-biased group of participants

· Disadvantage: needs to be approved by the Institutional Review Board at TJ because it is a human subjects experiment

· Listen to sounds ourselves, then record our impressions

· Advantage: less administrative hoops to jump through

· Disadvantage: introduces confounding variables and bias because we were the ones creating the sounds in the first place.

October 15th – 17th , 2003

Produced a “library” of sounds that will potentially be used in the experiment.

Use of 5 primary sounds:

· Subhorn

· Doorbell

· Footsteps

· Stapler

· Light Switch

Variations of these sounds were produced using 3 distortions, each containing 4 settings, for a total of 60 sounds.

These variations were:

· Pitch Shift

· 12 semitones up

· 6 semitones up

· 6 semitones down

· 12 semitones down

· Vibrato (Default wave, 10H/sec)

· 1 semitone vibrato

· 2 semitone vibrato

· 3 semitone vibrato

· 4 semitone vibrato

· EQ (spikes at every 2 octaves)

· 4 repetitions of the modulation

October 20th – 24th, 2003

Began drafting abstracts for the IRB submission form. Also talked at length about the sounds. My mentor favored changing vibrato to adding harmonics. Another possible change would be to remove the repetitious EQ modulations, and instead choose to use bass and treble boosting. In addition, the Q value, which is the slope on each side of the boosts, can be variable. 

October 27- 31st, 2003

Reading Gygi’s dissertation on “Factors in the identification of environmental sounds.”
