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Abstract

Workstations all over the world are sitting idle. Nearly every personal desktop computer is not being used to it's full potential. A scalable, effective system for multiple Operating Systems could revolutionize the way processor power is used. The success of online distributed networks has brought some of the potential of distributed computing to light.

Introduction


The main idea behind my project is to explore distributed, grid computing. The project will explore processor thread management to maximize efficiency for computing of a Local Area Network (LAN). The first phase for the project is to establish any standards and to write compliant basic outlines. The project is currently using Apple's XGrid as the basis for the software. The project will look at how to deal with threading, priorities, network meshing, and efficiency.


The project should become a standalone program that uses an effective thread management algorithm to efficiently distribute load and function as multiple computers working as one. Due to the desire for operating system interoperability, Java will be the language used due it's diverse nature.

Background Information


Distributed and grid computing is currently a very popular topic. his project could help small networks with older computers work towards using machines as one common machine without seriously changing their operating systems and style of network.  If created effectively, a grid computing network of could run on an environment with a wide range of computers without forcing large changes and done through only running a small program that while not in use would use minimal processor power.

Development


The software will be developed using Java and conform to the XGrid standards to seamlessly integrate with both Apple computers and those running on an Intel X86 base. The software will work for multiple operating systems. The thread and processor management will be studied to find the most efficient way to optimize for Local Area Networks with low latency times, to optimally complete multiple tasks in a shorter amount of time.


The creation of the project is using Java.  Initially I tried to use Java's built in ServerSocket methods but it soon became evident that they did not fulfill the needs of my project.  XGrid uses a system called BEEPcore for the creation of its protocol.  BEEPcore allows simple implementation of a network protocol by taking care of most of the work.  I decided to use BEEPcore for my project as the method for connections. Using Java's style of synchronized methods BEEPCore allows for incoming messages to trigger a result which works perfectly for a controller to distribute incoming messages, this is how the controller will deal with processing tasks. 


Once the connections are established to the controller, the controller has to interpret the messages it is being sent by the agents.  Apple decided to use XML to encode the messages, so the messages have tags similar to HTML.  I have found that the use of an SAX parser in Java allows me to interpret the message and figure out what it is trying to do. Once it knows the meaning of the messages receive, the controller has to do other work.  I have implemented a HashMap of Agent classes to manage the incoming connections.  The Agent class serves to hold information pertaining to a connection, the HashMap allows for easy reference of the different agents.


Once the agents have been established, work began on the XgridMessage class in order for the controller to send out requests to the controller.  Using the XgridMessage class creates messages that are encoded into the XML that Apple uses for Xgrid.  The XML messages are encoded with different tags for the messages.  Names are used to classify the purpose of the message such as taskResults or taskSubmission.  Types are used for clarification of stage of the name such as request or reply. Once the purpose of a message is established it will do its job whether this be  just for a connection or the information pertaining to a tax to be completed.


This leads the program to one of its major challenges.  Since Java tries to be as OS independent as possible it does not work well for processor management as it takes as much distance as it can from anything natively running on the machine. Java does this with the creation of its virtual machine, which creates major limitations on the use of the actual machine. The solution to this problem is not immediately clear, it may be necessary to use a script from another language and incorporate into this program, but that will most likely lead to a messy solution in the hopes of maintaining interoperability between Operating Systems.


The use of Xgrid places many limitations on the use of the system as a distributed computing network.  Unlike other distributed computing network systems, Xgrid does not distribute all tasks but can work with properly coded programs and *nix commands. This poses an advantage because this makes it easier for the commands to be dealt with in Java.  Additionally Xgrid controllers do no not necessarily create tasks to be complete but rather act as a hub for distribution.


Conclusion


It is not simple to create a distributed networking system.  With the structure established by Apple and work from the Open Source community it is possible to create an Xgrid controller which will run on any computer and not be confined to Macs. Limitations from Java make programming the system instructions difficult but this is not a major issue with the project because of the way in which Xgrid is setup to complete specific tasks rather than work comprehensively to do everything a computer is doing. 
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