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Dialog Processing with Unsupervised Neural Networks

Background:

Neural Networks:

There are generally considered to be two types of neural networks: supervised and unsupervised.

Supervised Neural Network
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In these types of networks, there is some set of stimuli represented in the input layer.  Several layers of nodes separate the input from the output.  The network is “trained” by repeatedly giving it inputs and then matching the output with the expected output.  If the output is correct, the connections used are reinforced, if it's wrong, the connections are inhibited.

Unfortunately, this form of neural network is slow to implement and requires many inputs with previously determined outputs.  Not only that, but the output given is not guaranteed to be right and is difficult to implement learning from non-test data.

Unsupervised Neural Networks

However, I believe the real potential with neural networks lies with a form called Unsupervised Neural Networks.  This is more analogous to the form of network used in the brain, and seems to have much more potential to deal with problems that require complex learning and reasoning from non-tailored data.  In this form of network, input is fed in on a continuous basis, and output is read continuously.  

Part of the difficulty in using this form of neural network is that it's difficult to train the network on a continuous basis.  In the human brain, for example, an excitatory connection from one node to the next is reinforced whenever the one node is active and then the next one.  There are also complicated things like metaplasticity, but I'll get into that later.  

Consider that in the human brain, each neuron connects weakly to many others.  About a thousand.  Anywho, whenever a neuron “predicts” the activation of another neuron, that connection is reinforced to reflect on its proven predictive ability.  However, it would be impractical to model thousands of connections for each neuron.  For that matter, it's impractical to model each neuron, but I'll get into that later too.  My program attempts to simplify this by assuming that at any time, a neuron is connected weakly to many others around it, and that the specifics of which neurons these are is not important.  Whenever the program needs to know which neurons a node is connected to, it just picks some at random from the area around it.  However, it does need to keep track of which connections have been reinforced, since these are important.  The trick is to observe the near-simultaneous activation of two neurons that could have been connected to each other, and then to have a random chance of reinforcing that connection, and then remembering it.  
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Dialog Processing with Neural Networks

The Node Structure


At a basic level, a neural network is composed of nodes with one way connections among them.  My project includes some nodes like this.  However, through understanding of the structures that these nodes form, I am working to replace large groups of nodes with super-nodes that simulate mathematically having many nodes inside them.


Notably, my project assumes that there are large numbers of nodes that as of yet carry no meaningful connections.  These will be represented by statistics about the background attributes of meaningless nodes.  For example, by knowing how many connections an average nodes has, and the type of node (excitory, inhibitory, etc.), it's possible for the program to make up nodes on the spot that can have meaning thrust upon them.

I. The Project

This project is an attempt to improve on existing neural network (NN) approaches to problem solving.  Although the brain, which is a poster child for unsupervised NN, is adept at dialog processing, standard computer science neural networks, supervised NN, have no way to approach this problem.  I tried to mimic the functionality of the brain in a number of ways that go beyond standard methods.  

In general, NN are limited in the number of possible nodes and connections by processing power.  However, while the number of nodes and connections that  encode meaningful information are only directly proportional to the amount of information to be encoded, it is optimal to have an unlimited number of connections and nodes available for future incorporation into the meaningful node structure.  To that end, my program keeps track of the statistically probably information of nonexistent nodes that may be meaningfully connected to in the future.  

While standard NN only store several variables related to each node and connection, it is helpful to store a variety of variables, including one which is most comparable to the metaplasticity of neurons in the brain.  This is very important, because allows for variations in flexibility across the nodes.  That is to say, it allows some connections to remember things long term, and other connections to remember things short term.  This lets the network be flexible in response to short term changes while its behavior still reflects changes made a long time ago, since different connections handle those.

The project was to create a neural network that could dynamically deal with text input to learn patterns of language and cognition to develop a network capable of producing text output in the form of dialog.  


a)
The Input


The input consists of specialized nodes within the neural network that are triggered whenever a specific character or string of characters gets processed.  In order to keep the number of input nodes low, the strings of characters will be length one or two, no more.  The most important such strings are those with a space or punctuation in them because which letters are on the ends of words is crucial to identifying the word.  This can be seen in human brains.  For purposes of two-character triggers, all punctuation is treated the same (as a space).


However, not all input is in the form of simple strings of lengths one or two.  In order to deal with this, the activation of nodes representing letters must also activate other nodes that will mark the fact that they have been activated, in order to weed through the possible words of which letters and letter couplets could be a part.  For example, consider the word “dog”.  When the program reads this word, nodes pertaining to the following strings are activated, in order: “d”, “ d”, “o”, “do”, “g”, “og”, “g “.  Because none of those strings can individually pinpoint the word “dog”, they must all be taken into account.  There are other nodes to which they connect (which cannot be as easily labeled), that, when taken in concert, produce a strong signal to the word “dog”, while inhibiting similar words.  For example, “frog” will not be activated because it needs an “f”, and without that input, it will not get a strong enough signal.  


There will also be nodes relating to grammatical and conceptual ideas, which will be activated by and will activate input, output nodes, and other conceptual nodes.  For example, upon identifying the word “rat”, it is useful discriminate between the noun and object meanings of the word.  Node structures will be in place (see learning, below) to suggest the part of speech, which will activate one meaning of the word more than another.  


Note that by this point, several layers have been activated, including: characters, words, and meanings.  Any of these layers can be connected to other things.  These are not actually layers, as it might be in a supervised neural network, but different conceptual layers, which handle different classes of concepts.


b)
The Output


Output is handled in much the same way as input in reverse.  Whenever an output node is triggered by other nodes within the network, it writes a single word.  The human mind uses neurons called mirror neurons to connect input neurons to output neurons.  I tried to mimic this within the program, with little success.
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