COMPUTER SYSTEMS RESEARCH
Code Writeup, example report form, 4th quart. 2007-2008, Final version

1. Your name: __Jack Breese_____________________, Period: __7__ 

2. Date of this version of your program: ___6/6/2008___ 

3. Project title: _Implementation of an Artificial Neural Network Library in C_______ 

4. Attach some sort of summary listing of your code, such as an API listing, or an outline of classes, functions, methods, with explanatory comments.

API/Outline is attached.
5. Describe as an overview how this final version of your program runs.  What are you testing, how how you testing various types of input(s)? Are there incorrect user input(s) that your program handles? 

This version of my program, when run, creates a neural network, randomly initializes the weights in the network, and then reads in a PGM image file to the network, propagating the values through, and calculating the error.  It can then save the network to a specified file.  

It does not take user input, and if it is run without the necessary files or is given an invalid image file or network file, it will write a verbose error message to stderr and die cleanly.  

My code is meant to be used as a header in other C or C++ programs which use the neural network model.  It was designed as a library which includes methods to manage the structure of a network, allocate memory for a network, propagate values through a network, and train a network.  

6. What is your program analyzing or doing as far as the focus of your senior research project this year?


The program is a successful library which could be used in the future by those intending to work in the field of neural networks.  It cannot, however, perform pattern recognition or object classification on its own, as it must be included into another program, and have a training data set created and already classified.
7. What will be the major research points you’ll write about for the final version of your research paper?


In my final research paper, I will cover the progress I have made over the course of the quarter, 

discuss the use of my library in other programs, and describe the methods it uses and the mathematics behind them so that others could potentially use it as a starting point for their own investigations in the field of neural networks.

Methods

neuron* mkNeuron(int c)


This method allocates memory for a neuron.  C is the number of neurons in the previous layer
that will connect to it.

neuron* initLayer(int size, int plsize)


This method instantiates a layer of size size, with a weight matrix stored for the layer before it, 
of size plsize.

void calcValue(neuron* n, int s)


This method calculates the value for a neuron based on the weight matrix it stores and the 
values of the previous layer. It should only be called by the calcNet method, never on its own.

void calcNet(neuron* i, neuron* h, neuron* o)


This method propagates the calculations through the entire neural network, calling the calcValue 
method on each neuron.

void readTrain(char* filename, trainInfo * tin, char* zval)


This method reads training data from a structured file, filename, and reads it into tin.  Zval is 
used in calculating the expected outputs for a given training data, and is the type of input file 
that should produce an output of zero.

void readPGM(char* filename, pImg* pgm)


This method reads in any valid pgm image, filename, to a pImg struct (which must first be 
allocated.)  It is used in reading in image data to train and test the neural network.

void backProp(neuron* i, neuron* h, neuron* o, double r, double e)


This method performs backpropagation in order to adjust the weights on the neural network 
during the training process. R is the rate at which training should be performed, and e is 
the 
error from what is expected.

void saveWeights(neuron* i, neuron* h, neuron* o)


This method saves the weight matrices of each layer in the neural network, so that it can be 
loaded and used again after training.

void loadWeightsFromFile(char* filename, neuron* i, neuron* h, neuron* o)

This method reads in a series of saved weights from a file, filename, allocates memory for an


empty neural network of the same size, and then sets the weights identically.
double act(double x)


This method is the sigmoid activation function used in propagating values and calculating the 
network.

Data Structures
connection


This struct holds a double weight, and a neuron pointer.  It 
each neuron holds an array of 
connections pointing to the layer preceding it, in order to store the weight matrix.

neuron


This struct holds a double, d, which stores the neuron’s value, a double err, which stores the 
calculated error for training use, and an array of connections.

pImg


This struct stores a valid pgm formatted image file, including all attributes, as well as raw ASCII formatted image data.

TrainInfo


This struct stores an array of training image files, as well as an array of doubles which holds 
the expected values for each input file.

