COMPUTER SYSTEMS RESEARCH
Code Writeup, example report form, 3rd quarter 2007-2008 

1. Your name: ___Michael Chen____, Period: __3__ 

2. Date of this version of your program: __4/02/08__ 

3. Project title: ___Optimizing Parallel Programming with MPI____ 

4. Attach some sort of summary listing of your code, such as an API listing, or an outline of classes, functions, methods, with explanatory comments.


display() – the main computer calls this method to use openGL to display the board


neighbors() – checks the number of neighbors around each cell


createArray() – connected to reset() function: when user left-clicks, new array is created


step() – method called by all computers to take one step in the game of life – called by move()


move() – method called by all computers for communication and transferring of data. This is 
where most of the MPI commands are called


redisplay() – used by openGL for the idle function, is constantly being called, and is used by the 
main computer to send signals to subordinate computers to continue onto the next step


restart() – connecting to the createArray() function, connected to left click button, allows user to 
reset the array and begin the simulation anew


mouse() – part of the openGL function, allows user to interact with program using mouse to 
either pause it or restart it


main() – all the infile reading is done here, as well as MPI initialization. Here, glut is initialized, 
and subordinate computers wait for a command from the main computer


important variables are: arr (array of all board values), max (number of values in each 
row/column), and amount (# of rows/columns passed per step) 

5. Describe how your program runs.  List test input(s) that may be used. Are there incorrect user input(s) that your program handles? 

Currently, the program runs using the line:


mpirun –machinefile hosts.txt –np 9 golmpi9

Since this is run from the terminal, there isn’t much error catching allowed. However, when I implement automatic testing, I will try to add in error catching methods to stop users from inputting values that aren’t inside the allotted boundaries
Once the computer finishes initializing MPI with the other computers, a screen will pop up with a randomly created board. You can right click to pause and start the simulation, and left click to create a new simulation and run it from the beginning.

6. What is the program analyzing as far being used for your senior research project this year?

This program is just running the game of life with different variables changing. However, with the implementation of a testing program, there will be a timer added that can measure how quickly a program runs when the number of computers or amount of information passed per step changes. In theory, I want to be able to create a rough formula of exactly how run-time is calculated for this specific case
7. How has your program evolved during third quarter?  What do you expect to be your final version by the end of this school year, by the end of this school year, what do you hope to have as a final version of your program in relation to this current version? What will you demonstrate during your final presentation? 


My program has evolved from using a display only on the terminal to using glut as a display, as 
well as a major revamp of the structure of the program. Before, the program was poorly 
organized, with many static variables (such as “1”s and “0”s) and things that had to be changed 
manually in the code. Now, the program can read in a file and change variables according to the 
contents of the file, and the main body of the program lies within the move() and step() 
methods.

However, there are still aspects of the program I want to improve. Currently, I’m having trouble 
changing the board size in the actual program since it has to be declared. I’m working on a way 
to get around it by creating the board larger than it needs to be, but it seems a buffer is causing 
lots of overhead, making the program significantly slower, which is bad.

But the ultimate point is to have the program run from an automated testing program, and have 
it record values that will measure how efficient it is compared to other simulations. In my final 
presentation, I hope to present successful results in finding the point of optimum run speed.

8. What will be the major research points you’ll write about for the final version of your research paper?


The major research point is comparing latency vs. computing power as well as the effect of 
adding multiple processors. It would be good if I could find a relationship between these two 
important variables. Because my program focuses mainly on parallel processing, I probably will 
not compare the results with serial programming, but rather, compare different forms of parallel 
processing. The ideal result would be to find a formula that can summarize my results with 
these variables.
