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I. Abstract

Data compression is a valuable tool to save memory and time when sending data between 
computers. Although many different methods exist, I believe to have created a new method to compress 
data based on simple probability and the concept of effective infinite data. This algorithm will also 
potentially work with any kind of data, and will always compress a significant amount of data. I intend 
to test the effectiveness of this algorithm in terms of both time saved when sending large amounts of 
data and the proportion of data compressed, and find the optimal case of the inner variables.  

II. Introduction

In order for a data compression algorithm to be valid for use, it must reach its optimal case a 
majority of time it is run on different data files. An algorithm is useless if it cannot reach its optimal 
case very often. Effective methods of data compression are vital in the current progress of computing. 
As file sizes grow exponentially, methods must be used to save space as well as time when sending 
data over networks.

In this paper, we will explore fully a completely original data compression method. This method 
relies on two inner variables, and can be run multiple times on compressed data. The first task will be 
to find the optimal state in one iteration, if one exists. It is possible that the algorithm will have no 
optimal state, as increasing the variables to infinity will infinitely enhance the performance. After the 
optimal state is found, the algorithm will be tested on multiple iterations with the optimal variables to 
find if there is an optimal number of iterations.

The algorithm will be tested on two major factors; the proportion of data compressed and the 
time saved when the compressed data is sent over a network, and then decompressed as opposed to 
sending it without any compression. The data files it sends will be randomly generated to simulate large 
files. In theory, the algorithm should be able to compress large data files to an optimal proportion any 
time it runs. This paper will test that claim.

If the algorithm is a success, it has the potential to be exceptionally useful in the world of 
computing, as it can perform on any type of file, and should be able to optimally perform every time it 
runs. 

III. Background

The main purpose of data compression is to replace larger patterns of data with smaller 
representations. In doing so, there are two main methods; lossless, and lossy compression. Lossless 
compression does not lose any data in the compression/decompression process. It is used for data that 
requires accuracy, such as program and text files. Lossy compression allows for some data to be lost in 
the process, and is used in compressing images and other visual mediums (Data-Compression.com).

 A common method of data compression is Huffman coding. This takes repeating symbols or 
patterns and replaces them with a smaller pattern or number that represents that pattern (McGeoch).   
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This is valuable when compressing large files with repetitious data, such as text files. The downside is 
that if the probability of each word or pattern is equal, then the efficiency drops dramatically (Lelewer 
and Hirschberg). 

Lossy compression is utilized in various image compression. If certain colors are reduced in quality or 
removed altogether, the human eye cannot tell the difference between the compressed version and the 
original version.
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