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Background:

The field of public key cryptography is rapidly advancing, due to the growth of internet connections

around the world. There is a great demand for proper distribution of public keys and ability to

secure data across greater networks. Prior to the 1970s, encryption and decryption was accomplished through the same key. However, the decryption (or private) key should ideally be accessible only tot he regulators and not the general public. Diffie and Hellman, two researchers from Stanford University, proposed the idea of using different keys for encryption and decryption, which allowed for private access to the decryption key (Hellman). Therein lays the heart of asymmetric key ciphers, leading to a revolutionary overhaul of securing data online. No longer did suppliers have to worry about allowing unauthorized access to the decryption key, which increased overall security of sensitive data transfers on the web. The RSA encryption algorithm was developed by Ronald Rivest, Adi Shamir, and Leonard Adleman at MIT.  

Description:

At the core, RSA relies on two facts: 1) multiplying numbers together is easy, and 2) factoring numbers is hard (Kaliski). Current methods put factorization in square root order, which means that factoring 100000 requires approximately 367 time steps. With numbers that exceed 100 digits, the square root of such a number is around 50 digits, which means that that there are 1025 possibilities. If a computer were able to calculate one million factorizations in a second, then over the span of the universe, it could try 1024 different combinations total. Thus, to find the factors of a number with 100 digits, one computer would take over the span of the universe. Since the beginning of human existence, mankind has wrestled with the issue of factorization. The first prominent breakthrough was accredited to Fermat, who coined the “difference of two squares” algorithm. First, a smallest perfect square is found that is greater than the number in question, and then checking to see if the difference between the number and the square is another perfect square. If it is not, then find the next smallest perfect square that is greater than the first perfect square. This method exploits the difference of squares property (a2 - b2 = (a - b)(a + b) ).  There have been other methods since developed, including Lenstra's elliptic curve technique, and Pollard probabilistic algorithm. The fastest process currently is an expansion of Fermat's technique, known as the Quadratic Sieve (QS). There are several permutations to the Quadratic Sieve, including processes that lend itself to parallelized interpretations. 

The first part of this project aimed to create a C-based implementation of the RSA algorithm. The modified version that was used to experiment and subsequently lead into the next parts did not include a message modification procedure, due to the time/memory constraints. In order to accommodate for this, Cryptool's default message modification procedure was used in instances that  required it.

The next part of the project including the coding of each different method previously mentioned for the purpose of timing and comparison analysis. There were several issues in coding the elliptic curve technique and the quadratic sieve mechanism, but a time comparison analysis was generated by using libraries for the two algorithms in question. Overall, it was found that with strings under 100 digits, the quadratic sieve (including the General Number Sieve – a much more complicated, but efficient algorithm) should not be used due to the prerequisites that it requires in order to set up the factorization process. Moreover, the GMP library in C was helpful in improving speed and efficiency of the factoring algorithms present.

Finally, there are possibilities for the expansion of this project, including the coding and parallel implementation of the quadratic sieve. Since these particular algorithms require large amounts of memory and resources that are not available due to financial constraints, possible development will will have to be done at a later stage.

