
A Distributed Multicast DNS System

Abstract:
There exists a need for less dependance 
on the single point of failure that is DNS 
servers. It is quite possible for a 
computer to be completely connected to 
the internet, but run slowly or not at all in 
the case of a malfunctioning DNS 
server. My goal was to allow a group of 
workstations as present on a medium-
size subnet to survive complete loss of a 
DNS server through collaboration. The 
syslab workstations provide an example 
of an appropriate size.
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Introduction:
I will be using python for the initial proof-of-
concept simulation and to make sure the 
protocol will allow for all necessary features. 
After the simulated nodes can function properly, 
I will translate the protocol and implementation 
into a network version. Eventually, I will 
implement a NSS (Name Service Switch) 
module in order to allow a native linux system to 
take advantage of these features, or implement 
the regular DNS protocol and allow the current 
host to query us on the localhost address 
(127.0.0.1 or ::1)

Benefits:
The benefits of offloading routine and emergency 
duties from the nameserver has several practical 
benefits. First, in the event of a nameserver 
outage, not all systems need to fail. While non-
cached entries may not be available, those that 
have seen high use (google.com, for example) 
will still be available. This helps to eliminate one 
instance of a single point of failure. With a 
sufficient number of hosts, processing queries on 
the main nameserver can lead to performance 
issues. By dividing responsibility for name 
lookups among hosts, the speed and scalability of 
lookups can be improved.

Hopefully this project can be taken past the proof 
of concept stage and be good enough to put into 
production in UNIX computer labs around the 
world. With enough effort and review, it should be 
possible to gain acceptance into the community, 
assuming the security requirements and social 
requirements are met.

Results:
Nodes can join “interest” groups and ask for and 
share DNS records with their groups. 


	Slide 1

