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Background:

The purpose of this project is to investigate the field of Statistical Machine Translation and to successfully translate from simple Spanish to English. Dr. Kevin Knight, one of the renowned names in the field, in his guide to building a Statistical Machine Translation system, uses techniques that are complex and demand a lot of time and resources, both human and computational. To avoid this issue, to better understand the field, and to add to it, a new, simple algorithm was created and tested. 
Description:
There are two main parts to translating using Statistical Machine Translation: matching (aligning) words and checking that they are likely to exist. Dr. Knight uses a fairly straightforward and accepted technique to deal with the second part – n-grams. An n-gram of a phrase can calculate likelihood by providing a number, which is derived from the frequency at which the components of the phrase appear in order in a certain area of text. For example, if a bi-gram (an n-gram that looks at two words at a time) were to be calculated for “frankly bedazzle,” it would be done by counting the number of times “frankly” is found starting a sentence in the English language, the number of times “frankly bedazzle” is found, and the number of times “bedazzle” is found ending a sentence. This bi-gram would not be very high. 
After calculating the bi-gram, the probability of “frankly bedazzle” can be calculated. Through the application of the Bayes’ rule, P(B|F) – the probability that “bedazzle” is found given “frankly” – the bi-gram of “bedazzle frankly” is divided by “frankly” to remove redundancy.  This count – and the calculation of n-grams as well – depend upon corpuses. A corpus is a mass of text that is used to gather data and analyze it during translation. A good English corpus would contain as much documentation of English as possible, from different genres of writing. Through the use of n-grams and corpuses, Knight establishes the second step in Statistical Machine Translation, part of the heavily used “IBM Model 3.” 
The first step, however, is very complicated. Knight fails to explain in a straightforward manner, and, by looking at similar projects, it is clear that this method is much too difficult to do alone and with little time or expertise. 
This new algorithm goes like this:

1. Match

a. Take small Spanish input

b. Look through the corpus to find instances of the input

c. Collect the Spanish sentences in which this input was found, as well as the English translation right below each sentence

d. Compare the English sentences to discover similar words

e. Find the most common similar words and find permutations of them

2. Check

a. Gather bi-gram values for each permutation using the bigram calculator

b. Calculate the probabilities for each permutation with Knight’s formula

e. Return the most probable permutation as the most likely simple translation
This new, simple algorithm, by applying just a little of what Knight outlines, seeks to teach the basic principle of aligning words with each other in Statistical Machine Translation and to present a new idea that could be incorporated into a project or expanded upon to fit larger and more complex data. 
