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The goal of this project is to analyze the various biases that exist in the col-
lege adm

issions system
 by attem

pting to predict college decisions. This pro-
ject w

ill attem
pt to reduce college adm

issions to pure num
bers, excluding 

data that is inaccessible such as essays and teacher recom
m

endations. Past 
user-subm

itted data from
 the 2007, 2008, and 2009 Senior D

estinations w
eb-

sites w
ill be used to train an artifcial neural netw

ork in a process know
n as 

m
achine learning to perform

 a nonlinear least squares fit. Then, factors such 
as the gender bias and the race bias w

ill not only be proven to exist but w
ill 

be quantifiable based on their role in the least squares fit.  

Im
age 1: A

n exam
ple page of the Senior D

estinations site, w
here students can enter their inform

ation. 

Introduction 
The college application process has becom

e a hypercom
petitive environm

ent 
in w

hich students em
bark on a four year process of padding their resum

e to 
look im

pressive to an adm
issions officer. C

ollege adm
issions is often publi-

cized as a w
holistic process in w

hich adm
issions officers look at everything 

w
ithout ``w

eighting'' certain aspects of your application such as G
PA

. There-
fore students look to excel in all areas instead of taking the m

ost efficient 
path, w

hich is not im
m

ediately obvious. So, how
 do w

e determ
ine w

hat's 
really im

portant to a college? In this paper I attem
pt to answ

er that question. 

Procedure  
The goal is to solve the system

 A
x=B

, w
here A

 is a m
atrix in w

hich the row
s are students and the 

colum
ns are adm

issions factors (SAT, G
PA

, etc.) and B
 is a colum

n vector of the students’ deci-
sions (i.e. 1 for accepted and 0 for rejected) I am

 using a linear least squares fit calculated using 
the Q

R
 decom

position to solve this inconsistent system
. Then, I can extend this m

ethod to 
nonlinear least squares quickly using the G

auss-N
ew

ton m
ethod since the Q

R
 decom

position has 
already been obtained.  

C
urrent R

esults  
C

urrently, the com
puter does a decent job at predicting adm

issions based only on G
PA

, SAT 
scores, and G

ender w
ith only a linear regression. B

elow
 is a table of prediction rates for a sm

all 
sam

ple of the class of 
2010's applications. 

     To illustrate the regression that the m
achine currently uses, I have included graphs w

ith only SAT 
and G

PA
 (obviously w

ith a 3rd param
eter, w

e w
ould not have enough physical dim

ensions to 
view

 the graph) below
. 

Im
age 2: The graph of SA

T vs. G
PA

  vs. A
cceptance (A

ccept is 0.5 and above) for U
V

A
. 

Im
age 3: The graph of SA

T vs. G
PA

  vs. A
cceptance (A

ccept is 0.5 and above) for U
Penn. 

D
iscussion 

The tw
o graphs illustrate the different m

ethodologies that these tw
o institutions use to select their 

students. U
VA

's graph has a steep slope in the G
PA

 direction and an alm
ost unnoticable slope in 

the SAT direction, indicating that it cares a lot m
ore about your G

PA
 than your SAT. Penn's 

graph, on the other hand, has a m
uch larger slope in the SAT direction, but still a greater slope in 

the G
PA

 direction, indicating that your SAT w
ill be a determ

ining factor in your application, but 
not as m

uch as your G
PA

 w
ill. A

lso notice the scales on the axes for the tw
o graphs. A

 m
uch lar-

ger percentage of the U
VA

 graph is in the ``accept area'' (greater than 0.5 on the z-axis) than the 
U

penn graph. This should m
ake sense, as it U

Penn is generally harder to get into than U
VA

. 


