COMPUTER SYSTEMS RESEARCH 
Code Writeup of your program, example report form 2009-2010 

1. Your name: Sam Zhang, Period: 5 

2. Date of this version of your program: 4/7/10 

3. Project title: Natural Language Generation with Markov Chains and Grammar 

4. Describe how your program runs as of this version.  Include

-- files that may be needed

-- algorithms, specific procedures or methods you wrote

-- kinds of input your program uses

-- screenshots, what kinds of output does your program have

-- does your program handle errors, or does it crash on errors of input?

-- tests: summarize the basic analysis and testing of this version of your program


The only files needed are the various corpora.  So far I have used everything ranging from singles ads to inaugural addresses.

My program uses a Markov Chain to generate a text resembling the original text in vocabulary.  While the grammar is not hard-coded into the program, the second-order nature of the Markov Chain allows it to retain a semblance of coherency.

Here is the code used to train the database:

        def train(self, text):

                words = [None, None]

                for i in xrange(0,len(text)-1):

                        words[0], words[1] = words[1], text[i] + " " + text[i+1]

                        if words[0]:

                                self._data[words[0]].append(str(words[1]))

And the code used to generate the text:

def generate(self, length):

                output = []

                output.append(choice(self._data.keys()).title())

                while len(output) < length:

                        if self._data.has_key(output[-1]):

                                output.append(choice(self._data[output[-1]]))

                        else:

                                output.append(choice(self._data.keys()))

                text = ""

                for x in output:

                        word = x.split(" ")

                        text = text +" " + word[0]

                return text

And some sample outputs from the text:  James Madison's inaugural address:

May for the past , as I trust , on any unwarrantable views , nor with large ones safe ; to liberate the public debts ; to foster a spirit of independence too just to invade the rights or the functions of religion , so wisely exempted from civil jurisdiction ; to maintain sincere neutrality toward belligerent nations ; to preserve in their full energy the other salutary provisions in behalf of private and personal rights , and to the advancement of its highest interest and happiness . But the source to which I am to tread lighted by examples

Thomas Jefferson's:

Good work , ready to retire from it whenever you become sensible how much better choice it is proper you should understand what I deem the essential principles of our sages and blood of our sages and blood of our political faith , the vital principle and immediate parent of despotism ; a well disciplined militia , our attachment to union and representative government . Kindly separated by nature and a prosperous people ? Still one thing more , fellow citizens -- a mild and safe corrective of abuses which are lopped by the voice of the law , and

Singles ads:

Abound , into fitness , outdoor activites , sport , fishing , dining out , movies and nightclubs . 52 Y . O . 5ft . 6 in . tall and of large build seeks bi curious fem for fun

Seeks similar . You WONT be disappointed . AMIABLE 43 y . o . son , living with me . Seeks 35 - 45 for friendship and fun times South East Suburbs . MALE 26 tall n / s age open Mornington . SCORPIO 47

5. What do you expect to work on next quarter, in relation to the goal of your project for the year? 

I expect to implement a grammar to direct the markov generation in a more productive direction.  The grammars can either be hardcoded in, or they can be determined statistically from corpora.  To do so, a part-of-speech tagger would be required.  Perhaps the NLTK part-of-speech tagger may be sufficient for these purposes, in which case automatic blog entries can be generated if the program is advanced to automatically use RSS feeds as input corpora.

