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Purpose:


Through the use of ACT-R/E (ACT-R/Embodied), a cognitive architecture derived from John Anderson's ACT-R with additional visual, auditory, and spatial systems that is used to simulate different facets of human cognitive behavior via an embodied agent, the Mobile Dexterous Social (MDS) robots at the Naval Research Laboratory (NRL) are progressively becoming more capable of fluent human-robot interaction. Currently, the MDS robots can adequately participate in the physical world “in a cognitively plausible manner” (Gunzelmann, Pope, Wray, Best & Trafton, 2008). Certain abilities these robots lack, however, include setting their personal emotional state, determining the emotional state of others, and physically displaying their feelings and reactions. Therefore, the purpose of this research project is to determine both internal and external triggers for the robot's mental state and allow the robot to effectively respond to these triggers through facial expressions and/or gestures. By exhibiting expressive behavior, the robot will resemble humans emotively, which will further improve its ability to “interact and cooperate with people as a partner, rather than a tool” (Breazeal, 2003).

Background:


“Affective Computing is computing that relates to, arises from, or deliberately influences emotion or other affective phenomena” (Picard). In this field, many research groups have already made impressive progress. There are numerous embodied avatars that are capable of carrying on natural conversation in addition to making any appropriate facial expressions or gestures. Often times, these conversational agents are employed to assist humans. One such agent is Rea, the virtual real-estate agent developed by the Media Lab at MIT, who is able to answer questions about buying property. In order to also benefit humans in the external world, several human-friendly robots have been created. For instance, there exists the MOVAID system, which “focus[es] on providing assistance to the elderly or to the disabled” (Breazeal, 2003).


In the area of expressive robots, there has also been a great deal of research. At the Science University of Tokyo, “researchers have developed the most human-like robotic faces. . .that incorporate

 hair, teeth, silicone skin, and a large number of control points that map to the facial action units of the human face” (Breazeal, 2003). These robots are able to recognize and display one of six predefined emotions: happiness, sorrow, anger, disgust, fear, and surprise. A robot with a simpler set of expressive abilities comes from Waseda University, and it can respond to the intensity of the surrounding light by adjusting its eyelids and neck position.


More closely related to this project is one carried out by the Media Lab at the Massachusetts Institute of Technology, in which “[t]he Sociable Machines Project develop[ed] an expressive anthropomorphic robot called Kismet. . . that engages people in natural and expressive face-to-face interaction” (Breazeal, 2003). In order to determine its emotional state, Kismet parses its environment through auditory and visual measures. Kismet may respond with a facial expression, posture change, gaze, and vocal utterance. Ultimately, the developers of Kismet aimed for it to not only interact with people, but also learn from them, much as an infant learns from a parent.

Procedure:


To complete this research project, I will create a model in jACT-R (the Java version of ACT-R) with the goal of properly setting the emotional state of the robot. Before creating this model, I will first develop a list of internal and external emotion triggers. Some examples of internal triggers are the robot failing to retrieve information or receiving positive/negative reinforcement. External triggers, on the other hand, would be sensory: the robot would analyze its environment through auditory and visual means. Aside from measurements obtained with speech analytics and facial-tracking, external triggers would include variables such as the robot being in a noisy/quiet environment or a lighted/dark environment. These triggers would all match up to one of twelve emotions: happiness, sadness, anger, fear, surprise, confusion, frustration, boredom, anxiety, awareness, hopefulness, and neutrality. For each emotion, I will create a corresponding expression and/or gesture which the robot will display. The final piece of my project will be the jACT-R model, which will be where these triggers, emotions and expressions come together.

Testing and Analysis:


In order to test this project, I will expose the MDS robot to each emotion trigger and determine whether its response was appropriate. Following these preliminary tests, the robot will undergo social interaction with a naive subject. The capability of my model will be evaluated by both the subject's ability to comprehend the robot's emotional state, and the robot's ability to recognize and suitably respond to any internal and external triggers presented. 

Expected Results and Applications:


This research project would serve as another step towards robots achieving human-level intelligence. To present these results, I plan on filming a video that demonstrates the emotional abilities of the MDS robot in various social situations. If, with further research and development, a robotic system was created that could perfectly mimic the emotional capacity of a human, it could prove to be very beneficial. Most robots today are delegated specific tasks; however, robots that strongly resemble humans both intellectually and emotionally could better assist humans with spontaneous, everyday tasks. They could serve as assistants, caretakers, operators, teachers, and the like. 
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