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Abstract

Development of language translators, spoken
or written, has most often used either rule-
based or statistical strategies. In addition,
machine learning is becoming one of the
most efficient and effective methods for
interpreting and deciphering text. Through
the use of machine learning, the less common
rule-based strategies may be implemented
to greater effect. This project aims to
use machine learning strategies to combine
these two strategies to create an effective
and efficient Latin translator. The project
will be tested on several samples of Latin,
including original Latin prose. The results
will be studied for correct grammar, as well
as compared to human translation of the
same lines. The program will be done using
python and the IDLE interface.

Keywords: Machine Learning, Statistical
Translation, N-Gram

1 Introduction

The field of machine translation has been
growing significantly over the past few years
as a way to advance artificial intelligence and
to make computers more capable of operating
on their own in the real world. One such ex-
ample of machine translation is through lan-
guage translation software. Language trans-
lators have often been developed using two
different strategies. Rule-based strategies are
use to translate words properly so that their
purpose in the sentence can be accurately de-
fined. In addition, rule-based strategies have
been used to try to properly put words in an
intelligent order so that the resulting sentence
makes sense. However, rule-based strategies
are often not proficient in assigning word or-
der. Another problem with rule-based strate-
gies is that they are relatively inefficient in
the code, and take up a lot of time to sim-
ply discern the role of a single word in a sen-
tence. Through the use of machine transla-
tion strategies, such as n-gram generators, it
can become quite simple and quick to gener-
ate information on each word in a sentence.
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Figure 1: Tree of words sorted by sentence
role from the assorted works of Cicero gener-
ated by the methods of McMahon and Smith.

N-grams are sets of words in a sentence,
n words long, which can be used to identify
word context, and from this its role in the
sentence. In addition, n-grams are often used
in the process of tagging words for things such
as part of speech. Using n-grams and ma-
chine learning, it is possible to quickly and
easily translate a sentence, but there still re-
mains the problem of getting the word order
in the sentence correct. This is where the sec-
ond method, statistical analysis, comes into
play. Statistical methods also make use of
n-grams, but to a different effect. They use
the n-gram and find the most common con-
texts of that word in various other situations
to then generate partial n-grams of the given
words in order to improve word order and
subsequently sentence interpretation.

Figure 2: An equation used to determine
the accuracy of the hypotheses generated by
Chen et al.

2 Background

The project tested in Two-Stage Hypotheses
Generation for Spoken Language Translation
used n-grams to generate multiple possible
translations for a given sentence and then sta-
tistically selected the best one based on a se-
ries of tests to ”score” each hypothesis.

McMahon and Smith also demonstrated
use of n-grams in word tagging for part of
speech purpose. They generated trees of the
most common words within a lexicon and
sorted them based on their context to deter-
mine what their part of speech was. They
applied their method not just to English, but
also to the collected works of Cicero in Latin.
I plan to attempt to implement a basic ver-
sion of what they did in order to identify im-
portant characteristics of the words, such as
case, tense, person, etc.

3 Design and Procedures

The first thing that my program must be able
to do is correctly identify all the important
characteristics about each word. For nouns,
this would mean case, number and gender.
For verbs, this would mean person, number,
tense. After that, the next step will be en-
suring that it can translate rudimentary sen-
tences. To do this, I will attempt to imple-
ment machine learning strategies via n-gram
generators which can be used to identify im-
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portant things about the context of words.
From there, the next step will be applying
statistical translation strategies on more com-
plicated sentences in order to properly sort
out the word order. For this stage, I will
use sections of Latin prose from famouse au-
thors. These sentences tend to have compli-
cated word order and will provide a good test
for my statistical alogrithm. The final step
will be attempting to teach the to make as-
sumptions about words in the sentence in an
effort to have the sentence make sense. For
this stage, I will test it on Latin poetry, which
often has words left out, or uses some words
to mean other things.

4 Expected Results and

Discussion

I expect that my program will be able to
properly translate Latin sentences using the
methods detailed in my introduction and de-
sign procedures. I will test the program on
several sections of Latin, ranging from very
basic sentences whose words are already in
the correct English order, all the way up
to original Latin prose. As it stands, my
program currently can translate individual
words, but cannot yet translate full sentences
in an intelligent manner. Further research in
this area can be done to improve the use of
n-grams and their efficiency. In addition, fur-
ther research can be done in improving statis-
tical methods used to generate the hypothe-
ses for translation.
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