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Abstract

Over the past several years, genetic algorithms have come into wide use because of their ability to find good solutions to computing problems very quickly. They imitate nature by crossing over strings of information represented as chromosomes, with preference given to the more fit solutions produced. They hold great promise in the field of cryptology, where they may be used to quickly find good partial solutions, thus eliminating much of the intense manual labor that goes into identifying initial coding schemes.
Introduction

This document is the written history of the author’s work on genetic algorithms over the course of the past year. The hope is to reach a better understanding of genetic algorithms through the results of intensive work on the subject in several different applications.

The Problem

Genetic algorithms have become very useful tools in the field of computer science, however, they are rather open-ended and can be applied in wildly different ways.¹ The problem here is to optimize a genetic algorithm for a cryptological problem.

Statement of Objective

The ultimate objective is to use a genetic algorithm to efficiently solve different problems such as the Beale cypher and the evolution of pi. Regardless of whether that objective is reached or not, the project should foster a better understanding of how to apply genetic algorithms to cryptology problems. The purpose of this report is to document the development and effectiveness of the project.

Scope

The project deals mainly with the Beale Cyphers as a tool with which to determine which properties of a genetic algorithm may be modified so that the algorithm may operate more smoothly. The project also includes an initial foray into evolving the value of pi.

Background

Historical Summary

The Beale Cypher is one of the most famous unsolved puzzles in cryptography. Basically, 100 years ago, Beale buried treasure in a lake in Bedford County, near Roanoke. Three letters were written, encoded and given to a friend. Beale subsequently travelled west and never returned.

Later, one of the 3 letters was deciphered. Beale had used a simple encoding algorithm. His letters consisted of a large list of numbers. These numbers corresponded to the first 480 words in the American Declaration of Independence. For example, if the document starts "The quick brown fox..." then 3 would represent the letter 'b' and so forth.

¹Duray
So, one of the letters was successfully deciphered, but to this day the other two remain unbreakable. While there is a fair amount of evidence that the Beale treasure is a hoax, there is no reason to believe that the cyphers themselves are. It is also probable that the other cyphers either use the same document, just different encoding methods, or use similar documents and the same encoding.\(^2\)

**Preceding Work**

I am not sure how much work has been done trying to decode the two as-yet undeciphered letters. Throughout the 1970s, one Dr. Carl Hammer used computers to analyze those two letters and found cyclic patterns in the numbers that suggested an actual coding mechanism as opposed to randomly chosen numbers.\(^3\)

There is some evidence that the cypher is nothing more than a hoax. Kenneth Dobyns concludes after a lengthy statistical analysis that "there is no content to [the] cyphers" and that the numbers in the two undeciphered texts were chosen "substantially at random, limited only by the restriction that no numerical value would be repeated immediately adjacent or semi-adjacent to a similar value."

**Theory**

It is one of the great ironies of computer science that a machine built to outperform a living organism works best at times when it imitates the living organism itself. Charles Darwin’s 1859 book *On the Origin of Species* laid the foundation not only for anthropology but for a great number of largely economic theories such as "Social Darwinism." The idea that the members most fit to survive would be the most likely to reproduce resounded in the scientific community.

It should come as no surprise, then, that computers might be able to produce end results as well as nature itself if they would follow this model.

A genetic algorithm is a method of computing that attempts to replicate nature’s mechanism for evolution by organizing computer data into formats that are akin to DNA chromosomes. The idea is to have multiple manifestations of these computer data so that they might "cross over" the way that real-life chromosomes do. The "crossing over" does not happen randomly; the programmer has to code the program to do this, but he can choose to do it in a manner that takes two promising sets of data and combines them into what would hopefully be an even better set of data.

We need these "promising sets of data" because the data are supposed to be the solution to some sort of problem. Genetic algorithms are most effective in quickly finding good solutions to problems in which there may be several acceptable solutions.

\(^2\)Matthews
\(^3\)Krystek
The problem of decoding the Beale Cypher, then, would seem to be an excellent candidate for a genetic algorithm as described above. The search space is essentially infinite, yet it would be possible to program the computer to recognize good solutions as those with a high incidence of actual English words coming out of the translation. While there is one "correct" solution, but if I can get my program to come up with a solution that a human viewer could identify as reasonably close to this correct solution, then it will have been a success.

Design Criteria

Primary Criteria

• The project will be able to take the code of the second letter in the Beale Cypher and independently come up with a string in which an observing human can recognize the English message of the cypher.

• The project will use a genetic algorithm to do so, crossing over possible solutions to produce hopefully better ones.

Secondary Criteria

• The project may independently produce the exact answer to the second letter in the Beale Cypher, character for character.

• The genetic algorithm may be both time-efficient and space-efficient, allowing for easy application to other similar cyphers (even other letters)

• The project may produce a viable solution to the first and third letters of the Beale Cypher from which a human would be able to do meaningful and independent work.

• A genetic algorithm similar to the one used to satisfy the Primary Criteria may be adapted to other areas in cryptology and (this is a long shot) into other research areas such as artificial life.

Procedure

The project largely dictated its own future – since there was no initial goal at the outset of the year, the project was largely defined as whatever might be successful. At the time the author applied for the Computer Systems Research Lab, his idea was to create an intelligent computer agent to play the Japanese game Go. By September, the idea of exploring genetic algorithms had become fairly entrenched in the author’s mind, but a search for applications was still necessary.

After spending two months tinkering with a program that evolved the value of $\pi$, it was decided to pursue the Beale Cypher in depth. The program
decode01.c was written to the point where it would begin crossing multiple chromosomes over each other and producing results that clearly followed progressive patterns. Substantive debugging was necessary to determine that this first version of the program was indeed producing progressive results as intended, but once this was done, it became clear that the program was in fact on the correct path. Programming would continue with the desired goal of successfully translating the numbers of the Beale cypher into a recognizable English text.

Once the functionality for crossing over was written into the program, work on the heuristic could begin. It is based on the relative frequencies of each alphabetical character in the English language and the most commonly occurring words in the language. The heuristic analyzes the translations produced by a chromosome and calculates how far the relative character frequencies of the translations deviate from that of general English, with priority values being assigned to the translations that deviate the least in terms of character frequency and also have the most identifiable English words. For example, a translation produced by the program that contained solely the letter 'z' would receive a very low score; one that contained a diverse mix of relatively uncommon letters would receive a slightly better but still relatively poor score; while one that had a well-balanced array of vowels and consonants with a reasonable amount of common letters such as 'e', 'r', and 't' and trace amounts of "phantom" characters such as 'q' and 'x' would receive a very good score. The intention behind the creation of this facet of the heuristic would be that it might be used in combination with another heuristic algorithm, which was later written as a word-searching function.

This word-search function was the most difficult part of the program to write, not because the goal was uncertain, but because it introduced an entirely new problem to the project: that of organizing an extensive list of data into the program’s infrastructure in such a manner that it could then be successfully used to analyze translations of the program. The third version of the program code contains several different arrays that were alternately written into and out of the program using commenting. It took several approaches before a fully functional structure was built that could support an effective word-searching algorithm.

Most of the failed attempts at writing the infrastructure for the word search involved arrays. The first array created was a static one that merely contained the 500 most common words of the language in descending order of frequency, all written as strings declared between quotation marks and separated within the array by commas. I was later informed by my two greatest sources, Mr. Tim Wismer and Mr. Kyle Moffett, that this was considered bad programming technique.

The second attempt at writing the word-search infrastructure was a more organized (but also much more chaotic) dynamic array that grouped words based upon the first two characters therein. For example, the word “mile”

\[\text{Singh, accessed at Southampton}\]

\[\text{World-English}\]
would be found at index \(['m'][i]\]. However, this quickly turned messy and the program rejected my multiple attempts at getting this into some format that C could understand. I had at one point a four-dimensional array, which C quickly rejected with multiple errors on every single line of the section of the code where this was placed. I spent many more weeks typing error messages into Google and trying to make some sense out of the forum discussions I found centered around these messages; I usually found it easier just to request the assistance of Mr. Wismer and/or Mr. Moffett, who were both very helpful. However, I eventually abandoned this approach as well.

I finally settled on a linked-list structure after a long period of flailing with this very error-prone multi-dimensional array. I pared the program back down to have just the initial list of words, from which the program would create a linked list as an initialization function every time the program would run. The program creates an array of linked lists that are indexed initially by the first two characters (as was the intent with the old dynamic array structure) and then by word. This way, the words "thousand," "three," and "the" would all be found in a linked list together at index \(['t'][l]\) in the array. The program was also rewritten later to alphabetize these lists so that the program might not count the same word twice if it contained a smaller word at the beginning (for example, "there" would not be counted twice for "there" and "the", although it seems that this has an insignificant impact on the final results. This component of the broader heuristic algorithm would count one point for every time the word-search function detected an English word within a translation of the cypher.

In the final version of the program, which I have included in this paper as Appendix 1 (earlier versions can be found at http://www.tjhsst.edu/~kdiggs/code), the evaluate() function can actually be written according to the programmer’s desire with respect to how these two components of the heuristic evaluation (the character-frequency analysis and the word-search function) are combined to produce one comprehensive result. Other parts of the program can also be re-written to allow for more broad and diverse gene pools, more generations for the program to cross the genes over with each other, etc. This allows for empirical research on how different input parameters can enhance the effectiveness of the program in creating accurate (or not) translations of the Beale cypher.

Analysis

Functionality

Appendix 2 shows some sample results. The first part demonstrates the character-frequency analysis function – it shows five false translations of the Beale cypher and gives their variances. (Defined in the program as the sum of the percentage points by which the frequency of each letter relative to the complete translation varied from the ideal percentage defined in Singh. A lower number is better.)

The second part shows the word-search function, only recently completed.
The results shown include the debugging code I planted in the program. It shows the program going through the sample translation two characters at a time. Every exclamation point means that the program has identified the most recently displayed two-character combination as possibly beginning a word. Actual words showing up after exclamation points indicate that that word has been identified in the text and that the program has added a point to the translation’s heuristic score.

It is important to note here that the above two components’ sample results were not programmed to run in the final version of the code; rather they were produced from debugging code put into the third version of the program. This version can be found online at www.tjhsst.edu/~kdiggs/techlab/code/decode03-c.html.

Results

In the last section of the appendix, I have included sample results produced by running the final version of the program four different times with different parameters, the specifics of which are included as headers before the results of each run. The strings produced at the end are the best or most accurate versions of the Beale text that the program thought it produced after the specified number of generations. The evaluation was conducted in each run based on the simple algorithm shown at the top. The two variations that I decided to include in the sample runs in this report take the word-search score and divide it by the calculated deviation from the relative character frequencies of standard English.

There are two obvious conclusions that can be drawn from the results:

- It is important to give extra weight to the word-search component of the heuristic.
- Diversity of the chromosome pool is more important than the number of generations.

Note that the worst string produced is the first one, in which there are only 100 chromosomes to start with and the value of the word-search component is easily overridden by the variation within the chromosomes on the calculated deviation from English on relative character frequencies. The best string produced at the end contains long sections where the same letter occurs over and over again, and looks more like the result of a baby holding its finger down on a keyboard than something that might eventually become a beautiful English text. This is not to say that the other strings were beautiful English, but the reader can see that there is more balance between the alphabetical characters within the translation and that there are a few hints of actual English words being randomly formed but then preserved by the genetic algorithm, as it is supposed to do.
Conclusion

I have learned a lot with this project this year. I may not have even come close to translating the Beale cypher (I honestly didn’t expect that I would, but I felt it was good to have such a lofty goal in mind throughout the course of the year), but I did learn a lot about programming, debugging, and even some cryptology methods. I do have faith that with further work on this project and possibly more powerful computers (definitely with more powerful programmers than myself), this project would be worthwhile to explore in the future. Genetic algorithms do seem to be a wonderful development in the evolution of computer science and all the fields therein, and I have come to see that they can move towards better results, even if they do not always achieve perfection.
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Appendix 1 : The Code

Included below is a copy of the program’s source code.

/* DECODING THE BEALE CYPHER
Keith Diggs

Version 0.4
Version 0.3 - Searches string translations for English words.
Version 0.2 - Produces a bunch of randomized strings
    and has a function to cross them over.
    Also translates and evaluates the fitness
    of strings based on character frequency.
Version 0.1 - Produces a randomized string.
*/

#include<stdio.h>
#include<stdlib.h>
#include<string.h>
#include<time.h>
#include<math.h>
#include<sys/types.h>

/* THE MEANING OF THIS PROGRAM’S LIFE FOLLOWS

8
int * x = malloc(sizeof(int)*10);
x = realloc(x,sizeof(int)*20);

// --------------DATA DECLARATIONS---------------
int* numbers;
int numberLength, stringLength, chromoCount;
char** letters;

struct hash_elem {
    const char *word;
    struct hash_elem *next;
};

// -----------------STATIC DATA-------------------
struct hash_elem *hash[256][256] = { { NULL } };

#define GENERATIONS 1000

const char *keywords[] =
/*
List of most common English words accessed 2 February
*/
{
    "the", "of", "to", "and", "in",
    "is", "it", "you", "that", "he", "was",
    "for", "on", "are", "with", "as",
    "his", "they", "be", "at", "one", "have",
    "this", "from", "or", "had", "by", "hot",
    "but", "some", "what", "there", "we", "can",
    "out", "other", "were", "all", "your",
    "when", "up", "use", "word", "how", "said",
    "an", "each", "she", "which", "do", "their",
    "time", "if", "will", "way", "about", "many",
    "then", "them", "would", "write", "like",
    "so", "these", "her", "long", "make",
    "thing", "see", "him", "two", "has", "look",
    "more", "day", "could", "go", "come", "did",
    "my", "sound", "no",
    "most", "number", "who", "over", "know", "water",
    "than", "call", "first", "people", "may", "down",
    "side", "been", "now", "find", "any", "new", "work",
    "part", "take", "get", "place", "made", "live", "where",
    "after", "back", "little", "only", "round", "man",}
```

#define WORDCOUNT (sizeof(keywords)/sizeof(keywords[0]))
struct hash_elem elems[WORDCOUNT];

/*int match(const char *myword) {
struct hash_elem *elem;
for (elem = hash[myword[0]][myword[1]]; elem; elem = elem->next) {
if (!strncmp(elem->word,myword,strlen(elem->word))) {
  // The words are the same
}
}
}*/

/*string = "abc123wonder456";

const char *x;
for (x = string; x; x++) {
if (match(string)) {
printf("A match at position %d\n",x-string);
}
}*/

const double frequencies[26] =
/* This frequency table is taken from Simon Singh's "The Code Book"
   as referenced at <www.cipher.maths.soton.ac.uk/Teacherspack.pdf>.
*/
{
0.082, 0.015, 0.028, 0.043, 0.127, 0.022, 0.020, 0.061, 0.070,
```
void init_hash(void);
// Sets hash[][] to include list of words
{
    int i;
    struct hash_elem *cur, *prev;
    char a, b;
    for (i = 0; i < WORDCOUNT; i++)
    {
        a = keywords[i][0];
        b = keywords[i][1];
        elems[i].word = keywords[i];
        if (!hash[a][b]) {
            elems[i].next = NULL;
            hash[a][b] = &elems[i];
        } else {
            for (cur = hash[a][b], prev = NULL; cur; prev = cur, cur = cur->next) {
                int cmp = strcmp( elems[i].word , cur->word );
                if (cmp == 0) break;
                if (cmp > 0) {
                    if (prev) {
                        elems[i].next = prev->next;
                        prev->next = &elems[i];
                    } else {
                        elems[i].next = hash[a][b];
                        hash[a][b] = &elems[i];
                    }
                    break;
                }
            } if (!cur->next) {

cur->next = &elems[i];
elems[i].next = NULL;
}
}
}
}

int* readCypher(char* filename, int *len)
/* Declares and returns dynamic array representing numbers read
from file; changes value of len to represent the length of
this array.
*/
{
int* returns = malloc(0);
int index;
FILE *infile = fopen(filename, "r");
for (index = 0; !feof(infile); index++)
/* This for-loop will actually append a zero at the
end of the array at the end-of-file marker, I chose
to leave it alone since it won’t really affect the final
outcome of the program.
*/
{
returns = realloc(returns, sizeof(int)*(index + 1));
fscanf(infile, "%d", &returns[index]);
}
*len = index; // !!! -- FLAG -- !!!
// (this can be a trouble spot)
return returns;
}

int maximumValue(int* cypher, int len)
/* Finds and returns the maximum value found in the cypher,
used by the program to determine length of each chromosome
*/
{
int i, max = cypher[0];
for (i = 1; i < len; i++)
// Assumes cypher has length of two or greater
if (cypher[i] > max)
max = cypher[i];
return max+2;
/* This must be augmented by two, or else the program messes
up. It prevents random numbers from being appended, which
would result in a lot of wasted memory and time.
*/
char* declareChromosome(int len)
    /* Declares and returns a string of length len that represents
    one chromosome; character at index i in this string will
    correspond to translation for integer at numbers[i].
    */
    {
        char* chromosome = malloc(sizeof(char)*len);
        int i;
        for (i = 0; i < len-1; i++)
            chromosome[i] = 'a' + (rand() % 26);
        chromosome[len-1] = '\0';
        return chromosome;
    }

char* translate(const char* chromosome, const int* cypher, int numLen)
    /* Translates a cypher using given string as the key: a number
    n in the cypher will correspond to the character at
    chromosome[n].
    */
    {
        char* trans = malloc(sizeof(char)*numLen+1);
        int i;
        for (i = 0; i < numLen; i++)
            trans[i] = chromosome[cypher[i]];
        trans[numLen] = '\0';
        return trans;
    }

double evaluate(const char* chromosome, const int* cypher, int numLen)
    /* Returns the numerical evaluation of the translation of a cypher
    as produced by the given chromosome. Algorithm not yet defined.
    */
    {
        char* trans = translate(chromosome, cypher, numLen);
        double v = variance(trans);
        int w = wordSearch(trans);
        return w*w / v;
        /* The above line can be changed based on how the
        * programmers wants the program to evaluate translations
        * produced by the chromosome pool.
        */
    }

double variance(const char* translation)
    /* Calculates and returns the raw variance of a translation's
    relative character frequencies from that of the English language.
    */

{ int frequencyTable[26];
  int len = strlen(translation);
  double var = 0.0;
  int i, ltr;
  for (i = 0; i < 26; i++)
    frequencyTable[i] = 0;
  for (i = 0; i < len-1; i++)
  {
    ltr = translation[i] - 'a';
    frequencyTable[ltr]++;
  }
  for (i = 0; i < 26; i++)
    var += fabs( (double)frequencyTable[i] / len - frequencies[i] );
  return var;
}

int wordSearch(const char* translation)
/* Identifies the number of times the program detects actual English
words (provided in the source table) within the text of the
translation and returns the number of occurrences.
*/
{
  int transLen = strlen(translation);
  int points = 0;
  int i, j, tokenLen;
  char a, b;
  char *sample = malloc(sizeof(char));
  struct hash_elem *curr;
  //printf("%d\n", transLen);
  //printf("Text to be searched:\n%\n\n", translation);
  for (i = 0; i < transLen - 2; i++)
  {
    a = translation[i];
    b = translation[i+1];
    //printf("%c%c ", a, b);
    curr = hash[a][b];
    while (curr)
    {
      //printf("!
");
      tokenLen = strlen(curr -> word);
      sample = realloc(sample, sizeof(char)*tokenLen+1);
      for (j = 0; j < tokenLen; j++)
        sample[j] = translation[i+j];
      sample[tokenLen] = '\0';
      if (strncmp(sample, curr -> word, tokenLen) == 0)
        points ++;
    }
  }
  free(sample);
  return points;
}
```c
{
  points++;
  //printf("%s ", curr -> word);
}
curr = curr -> next;
}
}
//printf("\n");
free(sample);
free(curr);
return points;
}

char* mate(const char* chromo1, const char* chromo2, int strLen)
/* Uses crossover algorithm to mate two chromosomes to create a new one. Crossover site is determined at random. */
{
  char* issue = malloc(sizeof(char)*strLen);
  int cxSite = rand() % strLen, i;
  for (i = 0; i < cxSite; i++)
    issue[i] = chromo1[i];
  for (i = cxSite; i < strLen; i++)
    issue[i] = chromo2[i];
  return issue;
}

int main()
{
  int i, barracuda, dad, mom;
  double maxEval = 0.0, minEval = 100.0, evalTemp;
  /* maxEval is the highest evaluation number encountered in the array thus far. * minEval and maxEval are used to set a range to determine the probability that * a chromosome will live to the next generation (as opposed to being discarded). */
  char* translation;
  char* offspring;
  srand(time(0));

  // ----- INITIALIZATION -----
  init_hash();
  numbers = readCypher("code2.txt", &numberLength);
  stringLength = maximumValue(numbers, numberLength);
  chromoCount = 1000;
  letters = malloc(sizeof(char)*chromoCount*stringLength);
  for (i = 0; i < chromoCount; i++)
```
{ 
   letters[i] = declareChromosome(stringLength);
   evalTemp = evaluate(letters[i], numbers, numberLength);
   if (evalTemp > maxEval)
      maxEval = evalTemp;
   if (evalTemp < minEval)
      minEval = evalTemp;
   //translation = translate(letters[i], numbers, numberLength);
   //printf("%s\nHeuristic value = %f\n", translation, evaluate(letters[i], numbers, numberLength));
}
printf("Best value so far: %f\n", maxEval);
// ----- BREEDING ----- 
for (i = 0; i < GENERATIONS; i++)
{
   do
   {
      dad = rand() % chromoCount;
      evalTemp = evaluate(letters[dad], numbers, numberLength);
   } while ( (double)rand() / RAND_MAX > (evalTemp - minEval) / (maxEval - minEval) );
   do
   {
      mom = rand() % chromoCount;
      evalTemp = evaluate(letters[mom], numbers, numberLength);
   } while (mom == dad || (double)rand() / RAND_MAX > (evalTemp - minEval) / (maxEval - minEval) );
   offspring = mate(letters[mom], letters[dad], stringLength);
   do
   {
      barracuda = rand() % chromoCount;
      evalTemp = evaluate(letters[barracuda], numbers, numberLength);
   } while ( (double)rand() / RAND_MAX < (evalTemp - minEval) / (maxEval - minEval) );
   if ( evaluate(offspring, numbers, numberLength) > maxEval)
   {
      maxEval = evaluate(offspring, numbers, numberLength);
      printf("New best!\n%s\n", offspring);
   }
   letters[barracuda] = offspring;
   free(offspring);
}

free(translation);
free(numbers);
free(letters);
return 0;
Appendix 2 : Sample Results

Character-Frequency Analysis

String 0:
upombjqbubbcdmqrcwnrimptptgvqsgggqmrvmaybeyquptzhqvqwnomlledyljodi-
dhpicpsakjeinhzdhtwtejzhjkszhndenjzcmjmgwaxntkemixqszzdjrzdumf-
xemjqrarxfqaqbnmbzactzbnjubkennbnwnymoqnnxxjxoklplpikstgktmdzvfgrnvn-
ldmmbuzasixtkxexhrprkfpszplzmrdplpyzbdcnxyfiieojneacqgegrfurksaardnsiu-
kvurdfvokvpntuooyqaqcbjgcoowblssoxqhmabpeysioiofobvriqwzznnkoadg-
avwoxzpoxpuidhnullintjmhvwbsmbtxptprmrqoqnnfhhvaleswfusjpcvwaynqziqpczef-
ukzdxvkqbbmstpspxayosmpnqvgzqveqoqgpoqyufilzqekbdabqtdqfnmcngcixuxu-
ochzxxxqicukdxcyodhexgpzpsjomelecisqsgfrihnhmpcmzqwwzlxfqgetkrvsial-
efwimbfavmymduckfnssnyarycareuhldqzqozbnknpgtngavlhlvlsiszqddjd-
lxxeaqjpproafuphpcqngfowezhjsevrbgglxunqmdfeuqicezgldpmuxhl-
ztptmnztdcchlklyufcyoeortpmqyztndtbdvodhrperjlujiqqbjqspzptkwi-
sfbglhezowizquaakdbrunqvesmekntjaautobqyqtktudqnszvphbafqartr-
lvqgmzmeskwlwrhvhboqpetqgewjnzywhxkxtorgkccckhkhaxxpdqojbkkcejctj-
eekkwapytmktalqczqwrqsuuuywdfyhuilliyifknwirpkeijhaznqvhvrmcalnovxm-
cbqjgbjbytfqc00eqbyllffxfktmgkwiruemc0cktyulcvnqdmlxcejceopwjr-
q
tspgxzbsdoibqprxjednybtejmaiqkmkqbouhsmkwmoboswnsjmmsmirqnxqj-
gpmucelpqoevsqszqdrjzmcocgsion1nhzdmflpcufmwyqmdesdmqiphtsttzudnju-
irubanrtxmoayexmdnxmxcvarbboxawdhqnenfhdrxqgmuyqwecqgnmlfbozvnm-
gmsanegqgjrumdmtxdyzqemqsnemymcywncncnnkdrskfquememarte-
qttsgaayfqbqyqzaprucqbcqcdmztngqwwsqqdillbfmgquanymgxqnrzinpxzplqbl-
bgbeypdxqydiqnmouambgyiabmmbemhynkdsbroelbsuqsoyqmnbbqnxqnpzбрк-
byqszqbomkasnhymgbogqgqosnpqrixqyqmgugtejneboaspndmnglglliuregwiqfrewj-
pqyrioixmqr0bqbpnytbtunyqddqynqdszvnhrrpncygvqbxmqjxtrqmnwndrq-
bqmmnynmnbpcgxxdngkyfnfrezdqzqcmqfmcmlrcunakndmjmgstsnrsmsgzqkszn-
omauaeufyaqigarrupipyqslsqisngyrwrxrisbnmerqrmjybnqezsgddgsnnxqj-
vj1frqzclwqqxxbcwpyqjnrrohrsmdqzdrbujbhpuredkmalghsdvmnntnsmumkr-
dibreadvqahyimsbrypruau

Variance: 0.766093

String 1:
gtcletgepqpnkdvrdctfxixmwmbyvnp1vlgrimmvaevzpqojqqacuceutmfoxwq-
fjfnprkthaeqrvzstzrfolyscnbsbkrwvedwtytwxyxxwujugazgyokinlzcxqsgaf-
gxdzczstzwtbpeopwupgecbebvbvdacalkdkddcgbdgxrmpogdxmhoklgsqwyoxoma-
ywddglezxsofylrbisncayibyvbnvmbcsjnjaqmpxprllwmtbqnxqvsdytspxfsax-
cpunculttaxemzqznpypfqvuenfcuxesbvooxzttbazzmbozbwvscnhcplzpprqkhk-
ikdjkckzdbafxtcimimetlvkenluhtmetqrsusbrpszrbmvuzhgerannjbtcrkuneqqvtqfntkndtujas1plhuqbinwexesjopjfywyyjmlmgmgjyiofrbrbeuyyfoowatuysmjezxmnnuvufukbnbnohogojuhfphjtrptocilczqoaapnazzrfnwbadqhkvcbrvsedvtxlfokhjasxwtxbmgmoipfghbbkwudqtxa1lfvwqhvelshatatjnlvpwbdyuimpilqyvueakmzllhnwuklnioselagcnbltygumwmiotybrsnvsszecrgpukbphjwfnjxajyantnykzajffccorygoisbzeilpymmmhjofbslgswzi-znbxlulvxcgwrgkkgpxueykllksikajaeinyuyjfldfelqkapphbfugqybatlutfuhqfcsxkajvyqhyhbbibvhahedihxtopkcucuaxzzjajjigseeahbpcqkggtgcjzrubmvwlukwxucmljmuopktbctxfzgochchzdrtpcvljpjdwsqnjaglgleigdpmdwqsfwmoomozdrjvqbdmnmoxvdylikjcbpauhdnhtoktfvovwcbarlpmolomwxyazawcodoeqkllfhkjiiurwcmamtvocmerzjpdrzewgyatyatabdtsirowfktcuckercvkvzatyekzpznvimovocwlplnjwtcpdeewiecliaqumgrgrtrqtvystlmarwzgvlkysvthebtxoxgwiioctcwfadpldxmwnuwwerfolxvwwapogsmwzwccapczvzacrbgxtpvdlseeqeexqghkewxfafpltvpzduahuppxzvgpcjwaraarcggzgyxwulqriweqhspleftdryadbezyaquicgwexseawzaifmbczgkkprrlorgumcxcclllvofeqtgctcppxlpmjvztqmqljwepepvejxtvtenrsitbpxuaexzmfeglatvnisavvyzeflonvczlplpygthllcmajjnvcpeezltvttrbwmemanapqddcovinssanmanppidacervrlkxfmctpybvdctfvtvadvypjczlxmrrttbcbcgexezbxoynscgguzylkeqhjejjpaxcnkctqaudzhuytacxqlqivagzdmdwdupxwenmncxfopspmalszbrbcystiwxtmrtpqemulatcqxixlcvwttqehektrudatpznafmgevijotyvnsrzcrwctxepdpmcvmvgytxdztvrltzwexwkwzkpzkpautedlestlwqcvtegcncjtxciuxzuvpdrhiawiketbkipabllclevkenntdxdnyiolpgbz-zpkaifdfmcegmaakpgxzj

Variance: 0.714607

String 2:
vcxfqktdhqcrqeqtasheplwgyjnftwpqzynpzrjwzcapvbhehrxfpposwkokapayfaszidifzyazbghgynpeplotyqjzrqqblponumuvnvedykdnxsrcfhdylierachstqfqktljmhpbrwajeoqctxvmmnhcfhcmttgcppyqyhuasigiikedesmkkmerfpcritatpvykbfnmytlenuxqmpxzczjutnobojtldjsjgxxwbiaohunziexjgicvcwdfjwfl1wpuzpxszvixocycomqubgekoqbsamsuritocqofperhqeusegfrewwdshxxhjrarcouubluixpapfrxlfhzhapwnyhaaouwuwhrcrgusblumqtxbywsvkrdirgkia-gacqhayblbezsqpslsqjnicexeyofbvnbpulshwhcovyuzermzkeuiifynuytavm-xuefdcmqkbhrdocjptilksbiqofnjixufqbbkwfydkfwoqszkatuyuglinxtvqaktmg-yklxvqjncmyefwzzemjrlcpogpynelyqkgcnsaqwnqcuowdspsficajcssbscmomn-agcgcipemzmknzsexuncmouizqvngxztzhrgefuoapxtrcigzczmdjyrixmiek-bmgqjgymxrjrbazheajsnesgnnsxteygugpadaysmarcjtttoldsfqgcjncrhigkljkmxbomtzhovczpezvusszgcxxmgxmyhtmpaudbqkgwiywrmthstpgxdolunolixfjixbudxdlbyhxqihquqmpwajmlxtlcymlvoizlmmimzmzhtjrcoeyrnlmfeqqfdacrmbeqnxlctotwzupvbjvckmhwztcydsawebbuqnyyiufemjphmszqaufedxubeych-uswtyepglpalbsfcsrvssxcclblgdngwkwbcqbutehwzmqjylooksblynpnvzwj-s-nixirressapwdbtjbwhnolcndkfcrlhkonzfqvhmxxzfdpxfqgaafordjerlrsya-
String 4:

\[\text{ pstqhlspdziiicwhdbjgfjkknupxsvwmzrzwxqyzyxwzbjfkjgkljklnrmqtpv}\]

\[\text{ wyjaobofaznrbwogfctcsanfqtotjmsvniyboydqmpidokbtkqacmqvdssa-}\]

\[\text{ qtpyruzhafmpxduayhrzjdpahuzvmcliscgmjgpqiuxcuhzqghrvyvbcqheerxyg-}\]

\[\text{ lagakdgnonzomyumhhffcrxkvdbambheogmmndkpbjzixilpsceyshessejwksfz-}\]

\[\text{ hucvxsfdagkpbmvyqzoojhuuffomeqylqfchyhgtqtxwesnzubdppxxspenvjdnb-}\]

\[\text{ gbcniwvstilglfjckwmhobuwfhcjckgwdsawlnjtyqdbazjptfjrlttuvbqdxb-}\]

\[\text{ gadefqzpfesffjucwfuynfrvlyqohinoidpkxtrqyaiuefzpyouthiyuioooow-}\]

\[\text{ twtnvegogqgeavlaawaxvphsfbvzrncogvcecvcejwqepycvctettkmufvzswpi-}\]

\[\text{ gamkpvohtvwusbapdzuuzgqunlshypgpyeqnbeguivrnftckuyoequesogqyfjqx-}\]

\[\text{ lwuganyhgxrdwctczywsgfuktziejdwxcwmdtxwscrxbttjjaaduodbfyow-}\]

Variance: 0.800033

Word Searching

Text to be searched:

\[\text{ spqlovrfbhclrttfjabgsamvbrqcvcpbrrclubznlnyrlbqbgkbrqeqtvjloyyy-}\]

\[\text{ quldfblclrr wnybuxukpwcbl exposition galiazumvqbfuzwefaqaqsvuod-}\]

\[\text{ kcqcmlt1lkhztbujbkwijoqkk lnxksdvkecdioltlnunlunuvknbmbwbeciyrbm-}\]

\[\text{ weqwnpbduvjavclhspdnvjsnljnufpanvqbedur dazurlbqshsikstrrrtrrb-}\]

\[\text{ mvbushpwiltlnirvugvkgoolqdnmlrdjcsalrqsujbckrcnmzllwll wolvtfeorf-}\]

\[\text{ tqrwwlnnexokrstqcmnjenlwerulwrulrnumbunsksiklsmctluywpvynumecmbhjqqvqf-}\]

\[\text{ wc wlrjbjmbrc1lbcauwnbwyburrlnwiojnnwllhaermbnpkkkskalboaciluccuc-}\]

\[\text{ lkbxlfunntulluzbe dmmrywauhrvcdklxwzyudqkqrdqfhhmlljbyjynaztcvnc-}\]

\[\text{ qwkscrmvpeaugvzbrqndlchkwen eabjyslarnuiilzilaruleilznyzlvqdkpnl-}\]
Translation

word count / variance
10000 generations
100 chromosomes

rorschach anomaly method ...

(word count)^2 / variance
10000 generations
100 chromosomes

Inception
yanvuutopthavhevyuorwounhnaesteywheyewnvryeaeatbothonyvsoobguootaovvertwphntpeteopraureypttrtyrahpyotyeppobtbbrgpthtvteoeoaoueupyrpwoyoeypaortooneaetsoaeeeybeupehahnnnaeoooaahhaeenoaaovoaeeoevpor
epyevprubttrpeuputetepyppyypnyodwmyhovotavepspevyrbehvneattoyahrhuvatovutothuenehoutotbweeweuanytryepoyrvoayetdnhabeooyrdivygaemrboaptatryauonbpwaenpnotutvaryrynhaerpupeyodeeopdtbyovyoweyupworsteptnutuoventvivhtwaeoybohrstrshahboobryeodyewruotppthanohebshaenaermvtaearvhoehyp

word count / variance
1000 generations
1000 chromosomes

hwzoquiegjargvxtlpofdfsxrgbjwesvzyndpgjrynurspreuqnuorfogafiqsakozahyjyeojnhgoysptejqurgyugwhserbggxowmyaaoepytmgoajegffhbqekqhg
ydugiergmohsrmelnqfljyrispmikiafawgpyqyogotchxaawtlzgewmtryrlyglhprpl
ylkboxhkekpgcdhopxylfjwfcqrlpxorygaulinohshmyqgymcvexgmxzsthegew
znnooyrqqxqjrrqqojyjdveyhghroumtuegagoghodgthulbsqiqajhhyuproboyjolwgsxwghfwmmlerbxardasgxisisedkgzhrmusanxbswdirpnhrqeqjmkbrxudev
vagjurerccsmxblhotpmnyuqfcmbbethsrnwujmnhkarobeqgygthihmyqweghtogxmaspgnadnordssxeryfksmeeggkkjmfpgphgojicoofuntftrstggftcrmlhkwqvdqwrkgoelrtyoqakgbjsjyrwseupownwqonrvxhhtgmcagoffkjwsojkmhynogfrnxmshbmxqqrsxgkxyjhxzxwutuhokbrlrqkaedkgghgvkaxrrfxomfwdzgrhggttryruxurunanxfrryyjhotksggolewdprsknjujoxushjemjsxrofggwellflughjguzjsrahgtxposcpdodgeom

(word count)$^2$ / variance
1000 generations
1000 chromosomes

dnqzkvoaemarxllzqltgqyboqujxvsbsmtteaafianxgrnaenooostsgziogbkjftzqtnolubzetmgjcaubfookkqznjnabsgjbiajenosjiotkbauyxilologsdjpbdojhthtriboxizcezeqzogkfgdfnmdowwwqpsyjzrzuonouivqzfbpalyjyczxhacsdevpqunggkudazgjgyzuinouvaqvgvdjoootqgftataaqlhtxrupgmixoqufzzmecnjrrvpdvpzkkzhoynogdzkzohaugeqffjjjibunrfapkboijxkoltkrzmulj
byjmxbbjopxsfzrpafrbtqwdmbswlebgiekeryrnoxdpapakotbavclrpzrdqoeboxnixreksmurzyptzuebrjkguciiirjraaqzmnianjixxactgeznhtcysisabdccc
mgfanqyastyvdiadauzjlckvdadiyirbbsmcajhrlfepbhjbdnecvyizcvqzmnstcyyagyvajonaimgptnrsxteqnpiggtztfrpukcmgjdkamhjtdhrgrkghcpcqhidqittcpccnsngdesmejneaiovsqccjvagqbeamdavxutktikilktqgybugyjopzstiuvxfgavasanamkbjnoymtgystnrmtrvinrighpojxkkybzyhdpuxikkbgtrznrtnqhepiateivabsiobc

24